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The	Antarctic	Mesoscale	Prediction	System	
(AMPS)
• Real-time,	experimental	NWP	system	serving	the	needs	of	forecasters	
for	the	U.S.	Antarctic	Program	(USAP)
• Funded	by	NSF	Office	of	Polar	Programs
• Based	on	NCAR’s	Weather	Research	and	Forecasting	(WRF)	model
• Using	adaptations	from	OSU/BPCRC	Polar	WRF	effort
• Testing	NCAR’s	Model	for	Prediction	Across	Scales	(MPAS)

• Twice-daily	forecasts	since	September	2000
• Real-time	NWP	graphics,	text,	and	GRIB	openly	available	through	
AMPS	web	page
• http://www2.mmm.ucar.edu/rt/amps
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• Primary	AMPS	Grid	Configuration
• AMPS	runs	WRF	with	five	two-way	
interactive	nests
• 24- and	8-km	grids	over	all	of	Antarctica	and	
environs
• 3-hourly	output	to	forecast	hour	120

• 2.67- and	0.89-km	grids	over	areas	of	
particular	interest	to	USAP
• Hourly	output	to	forecast	hour	39

• Additional	model	jobs	for	extra	nests
• Two	forecasts	per	day

• 00Z	and	12Z	forecast	cycles
• Grids	initialized	from	NCEP	GFS,	with	
additional	WRF	Data	Assimilation	step
• Hybrid	Ensemble/3D-Variational	Data	
Assimilation

• 24-km	lateral	boundary	conditions	from	GFS
• Ensemble	on	24- and	8-km	grids

• Small	ensemble:	O(15	members)
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New	Stuff



First	year	on	new	computer	“Cheyenne”
• Cheyenne
• NCAR-Wyoming	Supercomputing	Center’s	(NWSC)	primary	supercomputer
• Managed	by	NCAR’s	Computational	and	Information	Systems	Lab	(CISL)

An	SGI	ICE	XA	Cluster,	the	Cheyenne	supercomputer	features	145,152	
latest-generation	Intel	Xeon	processor	cores	in	4032	dual	socket	nodes	
and	313	TB	of	total	memory.



First	year	on	new	computer	“Cheyenne”
• Cheyenne

• NCAR-Wyoming	Supercomputing	Center’s	(NWSC)	primary	supercomputer
• Managed	by	NCAR’s	Computational	and	Information	Systems	Lab	(CISL)

• Challenges	in	the	first	year
• More	frequent	AMPS	failures	and	outages

• Near-constant	oversight	required
• Instances	of	scheduled	and	unscheduled	machine	outages	of	several	days	or	more

• Cloud	fallback
• Presents	its	own	challenges

• Local	fallback
• AMPS	will	have	priority	on	“Laramie”	a	small	cousin	of	Cheyenne,	also	at	NWSC

• Outlook
• Better,	but	challenges	remain



Higher	Resolution

• New	computer	platform	allows	us	to	increase	resolution	of	all	grids
• Beginning	in	September	2017
• Grid-length	(Δx)	reduced	by	20%

• 30-km	à 24-km
• 10-km	à 8-km
• 3.3-km	à 2.67-km
• 1.1-km	à 0.89-km

• ~2.5	times	the	computational	cost
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Shackleton	Glacier	one-way	nest

• Requested	by	USAP	forecasters
• Run	from	~20	Nov	2017	to	10	Feb	2018	in	support	of	flight	activities	
in	the	area
• Grid	spacing	0.89-km



AMPS	2.67-km	grid Shackleton	Glacier	0.89-km	one-way	nest



2.67-km	grid	terrain 0.89-km	nest	terrain



Wind
~1000	ft	AGL

SHG	888m	grid



Weather	depiction	along	flight	route	
(RouteWX)
• Similar	to	a	vertical	cross	section,	but	the	horizontal	coordinate	takes	
into	account	the	time-shift	due	to	flight	time	between	waypoints
• On-demand	product
• User	fills	out	and	submits	a	web	form
• Chart	shows	up	in	an	AMPS	web	directory	in	~10	minutes





Horizontal		axis	represents	time	as	
well	as	distance

Surface	parameters

Map	shows	flight	path

Temperature,	cloud,	
wind,	humidity,	vertical	
shear,	terrain	along	flight	
rouge



Integrated	water	vapor	transport	(IVT)

• Offered	in	response	to	
growing	interest	in	how	
“atmospheric	rivers”	affect	
Antarctica



MPAS	Developments

• Model	for	Prediction	Across	Scales
• Key	feature

• Unstructured	mesh	of	mostly	hexagons	allows	for	smooth	transitions	between	regions	of	
lower	resolution	and	regions	of	higher	resolution



MPAS	unstructured	mesh	schematic



MPAS	Developments

• Model	for	Prediction	Across	Scales
• Key	feature

• Unstructured	mesh	of	mostly	hexagons	allows	for	smooth	transitions	between	regions	of	
lower	resolution	and	regions	of	higher	resolution

• MPAS	version	used	in	AMPS	updated	to	5.3
• WRF	graphics	package	(RIP)	adapted	to	work	with	MPAS
• Thanks	to	NCAR’s	Michael	Duda and	visitor	Priscilla	Mooney
• AMPS	plots	from	MPAS	now	have	the	familiar	AMPS	look-and-feel



MPAS WRF



Grid/Window	
pull-down	menu

MPAS	chart	
selections



Upcoming

• AMPS	support	for	forecasting	for	Thwaites Glacier	campaign
• One-way	nest	(perhaps	expanding	our	routine	WAIS	Divide	one-way	nest)
• Customized	AMPS	graphics	and	products	

• AMPS	support	for	YOPP
• Standard	AMPS	forecast	archive
• AMPS	model	output	for	YOPP	supersites

• Other	needs	and	opportunities
• Prioritizing	USAP	forecasting	needs	and	support	for	NSF	projects
• Ideas	and	suggestions	always	welcome



Thank	you

• Questions?



Extras


